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Abstract. We present numerical simulations of femtosecond laser induced dynamics of some selected simple
molecules — hydrogen, singly ionized sodium dimer, singly ionized helium trimer and lithium cyanide.
The simulations were performed within a real-space, real-time, implementation of time-dependent density
functional theory (TDDFT). High harmonic generation, Coulomb explosion and laser induced photo-
dissociation are observed. The scheme also describes non-adiabatic effects, such as the appearance of even
harmonics for homopolar but isotopically asymmetric dimers, even if the ions are treated classically. This
TDDFT-based method is reliable, scalable, and extensible to other phenomena such as photoisomerization,

molecular transport and chemical reactivity.

PACS. 33.80.Gj Diffuse spectra; predissociation, photodissociation — 33.80.Wz Other multiphoton

processes

1 Introduction

It is now possible to study electron and molecular dy-
namics in real time using various experimental techniques
employing intense ultra-short laser sources [1]. Some ex-
amples of such investigations include X-ray photoelectron
spectroscopy of molecules [2], pump-probe ionization mea-
surements [3], production of high harmonics as a source of
soft X-rays [4], the measurement of electron-phonon inter-
actions in thin films [5], and the estimation of the onset
of Coulomb screening [6]. A technologically important and
very active field of research is the application of ultra-short
laser pulses to induce, control and monitor chemical reac-
tions [7-9]. Whenever the intensity of the laser field is com-
parable to the molecular electronic fields, perturbative ex-
pansions break down and new processes appear, which are
not fully understood from a microscopical point of view.
Some examples of these novel processes are bond soften-
ing, vibrational population trapping, molecular alignment
and above threshold dissociation. A practical and accu-
rate computational framework to describe excited-state
electron-ion dynamics is therefore still needed.
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Not surprisingly, the smallest systems have attracted
particular attention from both experimentalists and the-
oreticians, as a bench-horse to improve our understand-
ing of electron dynamics at the femtosecond scale [10,11].
However, the methods used in these calculations cannot
be easily extended to larger and more realistic systems.
The exact quantum mechanical solution of a 3D system
of more than three particles is certainly not feasible with
state-of-the-art computers. 1-D models are much easier to
handle, but they can not really be used as predictive tools
for problems involving the interaction of lasers with large
clusters or solid-state systems of technological relevance.

To tackle such a problem, time-dependent density
functional theory (TDDFT) [17] appears as a valu-
able tool. Even with the simplest approximation to the
exchange-correlation potential, the adiabatic local density
approximation (ALDA), one obtains a very good com-
promise between computational ease and accuracy [18].
TDDFT can certainly be applied to large systems in non
perturbative regimes, while providing a consistent treat-
ment of electron correlation. It has been well tested in
the study of electron excitations, like the optical absorp-
tion spectra in the linear regime [19,20]. Although almost
all applications of TDDFT in the field of laser physics
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have only involved electronic dynamics, recent attempts
have also been made at describing the coupled nuclear
and electronic motion in laser fields [21], accounting for
the nuclear motion classically. A full quantum mechanical
treatment of the system could in principle be done within a
multi-component TDDFT, although it has not been tried
for more than three particles [22]. However, since many
vibrational quanta are coherently excited, there is good
motivation for the classical treatment of the nuclei. The
purpose of this work is to illustrate a general method to
study the coupled electronic and ionic dynamics of many-
electron systems subject to strong laser fields. It is based
on the quantum mechanical propagation of the electronic
wave packet — described exactly within TDDFT — in
time and space, combined with the classical motion of
the nuclei. As the laser field populates the excited Born-
Oppenheimer surfaces, this scheme includes diabatic ef-
fects in a natural way, while maintaining a good scaling
with the size of the system. As an illustration we focused
on: one and two electron dimers, namely Na;r and the hy-
drogen molecule; and the trimers Hegr and lithium cyanide
(LiCN/LiNC).

2 Methodology

The equations of motion for the electrons and the nuclei
may be derived from the Lagrangian:

e= s P
+§ij<¢>i

where m, and Z, are the nuclear mass and charge, respec-
tively, Eppr is the usual Kohn-Sham density functional,
depending on the electron orbitals {¢} and the nuclear
coordinates { R}, and £(t) is the time-dependent electric
field from the laser pulse. Variation of the Lagrangian then
yields Newton’s equations for the nuclear coordinates,
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and the usual TDDFT equations for the orbital vari-
ables [17]. We solved these equations in real time, following
the method of Yabana and Bertsch [19], using a real-space
grid representation of the orbitals [23]. This scheme has
the advantage that the Kohn-Sham Hamiltonian, Hksg, is
a very sparse matrix. The forces in equation (2) are cal-
culated with the help of a generalized Hellmann-Feynman
theorem,
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For numerical reasons we represent the electron-ion in-
teraction by norm-conserving non-local Troullier-Martins
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pseudopotentials [24]. All calculations have been done
with our home-grown implementation of TDDFT, the oc-
topus code; more details about the calculations may be
obtained from [25].

3 Results

We have studied two different classes of highly non
linear time-dependent problems: photofragmentation of
dimers (the singly ionized sodium dimer) and trimers (the
homonuclear Hegr and the heteronuclear lithium cyanide);
and high harmonic generation by the hydrogen molecule.

3.1 Naj

We now discuss the first case, the Naj dimer in a femtosec-
ond laser field. It is a good test, since it has been exhaus-
tively studied using a diverseness of approaches [8,13,26].
In particular, a recent experiment [8] focused on the
photofragmentation of NaJ in intense femtosecond laser
fields. Using a pump-probe technique, the authors discov-
ered that Nagr dissociated in four different channels, rang-
ing from simple field ionization followed by Coulomb ex-
plosion, to photodissociation on light-induced potentials,
upon absorption of one, two or three photons. For these
calculations, we used a uniform grid spacing of 0.3 A, and
the system was confined to a sphere of radius 10 A. Within
the pseudopotential approach used here, and neglecting
core-valence exchange correlation effects, this problem re-
duces to a one-electron calculation that can be solved ex-
actly without any further approximations. In this case
the total electronic energy is given by the Kohn-Sham
eigenvalues, and they can be used to compute the adia-
batic potential energy surfaces shown in Figure 1. The two
lowest single-photon transitions from the 122; ground

state are at 2.5eV (to the 1221 state) and at 3.2eV (to
the 1211, state). The latter is achieved by a laser polar-
ized perpendicularly to the internuclear axis. These ener-
gies accord well with the observed single-photon transi-
tions [27]. For the time-dependent calculations, we start
with the dimer in its ground state. The ground state Kohn-
Sham wavefunctions are then propagated with a unitary
scheme [25]. The time step for the time integration was
0.005 2 eV~! = 0.003 fs. A simple check on the implemen-
tation of the time evolution operator consists of calculat-
ing the linear photo-absorption spectrum, using a weak
d-function external field, as in reference [19]. Almost all
the spectral weight is concentrated in two peaks (see in-
set in Fig. 1), which are at energies corresponding exactly
to the vertical transitions between the energy surfaces.
We note that this exact correspondence is only obtained
for one-electron systems: in general the TDDFT spectra
does not coincide with the differences between Kohn-Sham
eigenvalues, due to many-body effects.

Next we examine the evolution of the dimer under
high-field excitation. We consider external fields of the



A. Castro et al.: Excited states dynamics in time-dependent density functional theory

: ‘
) T T T
AHE T e o

4 3 £ —+
Sor Py oyt 1
oL 3 u i

1,
3, r i

| L L
2.5 3 (V)
Na(3p) + Na®

Energy (eV)

14

R (A)
Fig. 1. Adiabatic energy surfaces of the Nal dimer, as ob-
tained by our three-dimensional real-space code. Similar results
can be found in reference [32]. In the inset, the computed pho-
toabsorption cross-section of the same molecule.

form:

£(t) = (87”10) Y (7r 3) sinwi)e, 0<t<r (4)

T

where [ is the maximum intensity of the pulse, & is the
polarization vector, and 7 = 80 fs is the pulse duration. As
a first case, we examine the effect of excitation at the lower
resonant frequency, w = 2.5 eV. In Figure 2a, we present
a series of runs at different intensities, ranging from weak
(101° W/cm?) to moderate (2.1 x 1012 W /cm?). Since the
123} surface is anti-bonding, excitation at this resonant
frequency should lead to dissociation, even at moderate
intensities. This is indeed confirmed by our calculations.
The upper panel depicts the internuclear separation of
the dimer, which exhibits an acceleration during the laser
pulse and a nearly constant velocity expansion thereafter.
Clearly, the dimer dissociates at all field intensities that
we applied. To examine the ionization of the dimer, we
assumed that any density reaching the edges of the sim-
ulation box corresponds to unbound electrons. We then
define the ionization probability as I(t) = 1 — N(t), where
N(t) is the charge that remains inside the simulation box
at time t. Note that ionization, defined in this way, also in-
cludes spurious contributions from bound electrons. This
problem can be minimized by enlarging the size of the
box. The lower panel of Figure 2a shows N as a function
of t. We see that there is practically no ionization for the
lower fields, and only a 20% ionization probability for the
2.1 x 1012 W/cm? field. Thus, in this range of intensities,
the laser dissociates the dimer without ionizing it.

We next consider the excitation at the upper resonance
frequency, w = 3.2eV, corresponding to an electric field
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perpendicular to the dimer axis [see Fig. 2b]. Since the
1211, surface is bonding, no dissociation is expected unless
the Coulomb explosion channel is opened through ioniza-
tion. We see that the dimer remains bound over the entire
range of intensities that produced dissociation at the lower
resonant frequency.

Finally, we also performed simulations at the non-
resonant frequency w = 1.57eV, the one used in refer-
ence [8]. Figure 2¢ shows how dissociation now occurs only
at much higher intensities, and it is mainly due to ioniza-
tion (which is almost absent in the resonant calculations
for the range of intensities used): since Na3" has no bound
states, ionization is followed by immediate dissociation.

3.2 Hey

The singly ionized helium trimer is a more challenging
problem, since it already contains five electrons and three
nuclei. Systems containing helium are also difficult cases
for our numerical treatment, since the pseudopotential of
He is very steep — a grid spacing of 0.18 A was nec-
essary to obtain converged results. We have performed
simulations on Hej , motivated by several reasons: (i) the
system has been well studied previously: the geometry has
been accurately predicted to be that of a linear symmetric
trimer [28] by ab initio methods. Its optical spectroscopy
has also been characterized both experimentally [29] and
theoretically [30]. (ii) Haberland et al. [31] have performed
experiments on the photodissociation of ionized rare gas
trimers — including Heg|r —, induced by a 10 ns laser
pulse, with photon energies ranging from 1.5 to 6 eV.
They utilized time-of-flight mass spectroscopy to observe
the fragments. Their results support the picture of a linear
trimer photo-excited to a totally repulsive state, coupled
to the ground-state through a parallel transition moment:
the two lateral atoms are expelled at high opposed veloc-
ity, whereas the central atom only gains a small velocity
at either side. The positive charge generally localizes on
one of the fast outer particles; (iii) the system is conceptu-
ally simple, easing interpretation: in Figure 3 the relevant
potential energy curves are depicted. TDLDA calculations
of the optical response have been performed varying the
nuclear geometry along the given coordinate. The inset of
the figure shows the result for the equilibrium geometry.
It is clear that only one excited potential energy surface
is of interest; the only relevant optical transition is the
Yg — X at 5.0 eV. The experiments position this peak
at &~ 5.3 eV. This excited PES is totally repulsive, and
as such photoinduced population of this state should lead
to dissociation. (iv) we wanted to ascertain whether the
simplest functionals (e.g. the LDA) could yield reasonable
qualitative results for non-linear phenomena, even for a
specially challenging problem such as a helium compound;
(v) ionized rare gas trimers are interesting by themselves
by their possible influence in excimer lasers efficiency.
We have performed a number of simulations using var-
ious sets of laser parameters, amongst whose the four sam-
ples shown in Figure 4. The shape of the laser pulse was
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Fig. 2. Evolution of internuclear distance (top panel) and electronic charge in the simulation box (bottom panel) for the
NaZ molecule. The dimers are excited with laser pulses with photons of energy 2.5, 3.2 and 1.57 eV in columns (a), (b) and (c)
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Fig. 3. X, (ground state) and X, potential energy surfaces.
The abscissa corresponds to the simultaneous and symmetric
displacement of the two outer atoms along the trimer axis.
Inset: photoabsorption cross-section at equilibrium geometry.
Calculations done at the TDLDA level.

identically trapezoidal in all four cases: an ascending lin-
ear ramp from 0 to ~2.5 fs, a plateau of 25 fs, and then
a descending linear ramp again of ~2.5 fs. Intensities and
frequencies, on the contrary, are different: top panels de-
pict non-resonant cases, at one third (left) and five thirds
(right) of the resonance Xy — X, (5 eV). In both cases

Time (fs)

Fig. 4. Time-evolution of the three nuclear displacements
(solid: top atom; dots: central atom; dashed: bottom atom)
with respect to their original positions, along the trimer axis,
for the frequencies and intensities given (wrs = 5 €V, Iy
8.8 x 10" W/cm?).

the two outer atoms only oscillate slightly around the equi-
librium positions. Bottom panels are both resonant cases,
with varying intensities. Two different dissociative chan-
nels are observed: in the left panel, a low intensity is pro-
vided, and the picture corresponds with the findings of
Haberland et al. [31] — the two outer atoms gain high
opposing velocities, whereas the central one remains al-
most unperturbed. Note that the intensity is the same as
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Fig. 5. Photoabsorption cross-section (in arbitrary units) of
the LiCN and LiNC system at equilibrium geometries (top pan-
els). PES of the lowest lying excited states, a, b and ¢, along
the configuration space coordinate given by the elongation of
the Li:CN bond (bottom panels).

the one used in the upper panels, where no dissociation
was obtained. A higher intensity was used for the simula-
tion shown in the bottom-right panel, and in this case the
trimer dissociates into a dimer and an isolated atom. Most
likely, the intensity of the nanosecond laser pulse used in
the experiment is low, which agrees with the symmetric
dissociative picture of the bottom-left panel.

3.3 Lithium cyanide (LiCN/LiNC)

We also tested the methodology with a heteronuclear
trimer, the lithium cyanide molecule. This system has also
been extensively studied theoretically [33], but no experi-
mental results are available; our interest was attracted by
the characteristics of the system: it consists of the floppy
bonding of the cyanide group, CN (a well-known species
of organic chemistry), to the light-weight, alkaline, lithium
atom. It has two stable isomers, both of them linear, LiCN
and LiNC. The typical chemistry picture of CN, which
places most of the negative charge onto the C atom, would
predict LiCN as the most stable isomer. Surprisingly, the
LiNC structure is slightly lower in energy, yet very close to
LiCN. The CN group is tightly bound together, whereas
the lithium atom floats around it — the LiCN < LiNC
isomerization barrier is also small, = 0.4 eV [34]. As a
consequence, we may expect an easy photo-detachment of
lithium from the CN group, which should remain bound.
The first step, as before, is the calculation of the exci-
tation energies via TDDFT in the linear response regime.
For this case, we have employed the generalized gradient
approximation (GGA). Figure 5 shows the results. In the
upper panels, the photoabsorption cross-section of both
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Fig. 6. Time-evolution of the coordinate of the atoms in
the lithium cyanide system (for both LINC — left — and
LiCN — right — conformations) along the trimer axis. In
each case, a laser pulse of identical length (100 fs) and in-
tensity (1.3 x 10'® W/cm?) was used, but different frequency,
as marked in the graph. All coordinates are referred to their
original position; since the initial lithium coordinate is nega-
tive, the negative displacements shown imply enlargement of
distances from the lithium atom to the cyanide group.

isomers was calculated at equilibrium distances. We will
focus our attention to the lowest lying excitations, a, b
and c. In the lower panels, the PES of these states is de-
picted. Two features are noteworthy: the little oscillation
strength of those transitions, and the small dissociative
slope of the energy curves, as compared to previous ex-
amples.

Our simulations are displayed in Figures 6 and 7. In
Figure 6, the laser shape is trapezoidal: it is turned on at
t = 0, ramps linearly to peak intensity (1.3 x 10'® W /cm?)
in a few femtoseconds, stays at peak intensity for about
100 fs, and then decays again linearly to zero. The two
conformations, LINC (left panels) and LiCN (right pan-
els) have been studied. The frequencies have been tuned
to: resonant to the first excitation, w,, in upper panels
(3.89 eV for LINC and 4.86 eV for LiCN); one third of
these frequencies in middle panels; and resonant to the
second (wp = 5.30 eV) and third (w. = 5.87 €V) excita-
tion for LiNC and LiCN respectively, in the lower panels.
Our objective was to study excitations to the higher-lying
Born-Oppenheimer surfaces of the neutral system. There-
fore we have chosen the highest possible intensity that,
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Fig. 7. Time-evolution of the coordinate of the atoms in the
lithium cyanide system (for the LiCN conformation) along the
trimer axis. In this case, the laser pulse ramps in about 10 fs to
peak intensity (1.3 x 10'® W/cm?) and then stays continuously
for the whole simulation. The frequency is resonant to the third
excitation.

for all six simulations, did not lead to ionization. The time
lengths for these cases are much larger than for the Nagr
or Hegr systems, reaching almost half a picosecond. None
of these cases, however, shows clear dissociative behavior.
Due to the small oscillator strengths of these transitions,
the systems did not absorb enough energy to populate
significantly the excited energy surfaces. Moreover, as the
slope of the excited energy surface is small, the molecule
would take a very long time to dissociate.

We have tried to obtain dissociation by enlarging the
time of exposure to the laser field, as shown if Figure 7
for LiCN. The laser was maintained at the peak intensity
for the whole time window. In this case, there are much
stronger evidences of dissociation. The ground state com-
ponent, however, pulls back the lithium atom, so that in
its trajectory a vibrational movement is superimposed to
the main dissociative trend. However, by the end of the
400 fs, roughly one electron has been ionized. This is an
artifact of the adiabatic GGA used in these calculations.
As the GGA exchange and correlation (xc) potential, like
the LDA and the meta-GGAs, has the wrong asymptotic
behavior, it leads to too small ionization potentials. This
result implies that for a proper description of the dissocia-
tion of this system, better xc functionals are needed, with
the proper asymptotic behavior, to prevent ionization [35].

From these calculations, it is possible to extract infor-
mation about the vibrational modes excited by the laser.
As expected, the amplitudes of the nuclear vibrations for
the resonant cases are much larger, since the energy ab-
sorption is more efficient. Quantitative information about
the frequencies and intensities of the vibrational modes
could be obtained from these simulations from the velocity
autocorrelation function. However, for this purpose longer
simulations times are needed, to obtain properly resolved
spectra. This study, which in principle should allow to in-
vestigate resonant Raman spectra, is beyond the scope of
this work, and will be addressed in a future publication.
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3.4 High harmonic generation

Another process in which the nuclear motion might play
an important role is high harmonic generation. Even har-
monics may be created by irradiating HD with an intense
laser pulse, but not by irradiating Hy: even harmonic gen-
eration is forbidden for a centrosymmetric molecule. In
an adiabatic treatment of the nuclear coordinates, the
nuclear masses play no role and the even harmonics can
not appear. This is no longer the case if non-adiabatic ef-
fects are taken into account, for the different masses of H
and D break the symmetry. Kreibich et al. [16] studied this
process in a 1-D model with a full quantum mechanical
treatment of the nuclear motion, finding strong even har-
monics at high harmonic number. To discern whether the
classical treatment of nuclear motion also produces these
harmonics, we studied the same 1-D problem within our
framework, using in this case the exact-exchange approx-
imation to the exchange-correlation potential [36]. As in
reference [16], we took the laser field to have a frequency of
1.6 eV, and an intensity that rises linearly to 10'* W /cm?
over an interval of 10 optical cycles, and is held constant
thereafter. We then calculated the spectral intensity of the
generated harmonics, H(w):

2

H(w) ~ '/dt et % (F(t)| e D|&(t)) (5)

We find that the classical treatment does indeed pro-
duce even harmonics, but much smaller than the quantum
treatment. The results are shown in Figure 8. The top left
panel depicts the harmonic spectrum for HD, and only
odd harmonics are apparent. However, it may be proved
that the HD Hamiltonian already violates centrosymme-
try within our classical treatment, through a term of the
form:

_% (MLH _ MLD) P(t) (b1 + pa) ,

where P(t) = % (Pg(t)— Pp(t)) is the relative time-
dependent nuclear momentum and p; are the electronic
momentum operators [37]. Its effect can be enhanced by
decreasing the nuclear masses. In the bottom left panel,
the H and D masses have been decreased by a factor 100,
and then the second- and fourth-order harmonics become
visible. As a qualitative check of the numerics, we also
show the same graphs for Hy, in which no even harmonics
can occur.

Thus we see that on qualitative level the non-adiabatic
dynamics generating even harmonics are obtained with
the classical treatment of the nuclear coordinates. How-
ever, the quantum treatment may be needed for a quan-
titative result. By describing the nuclei quantum mechan-
ically, the ground state violates centrosymmetry and the
even harmonics can be generated. In contrast, in the clas-
sical treatment the electronic ground state is symmetric
and the symmetry violation only builds up as the nuclei
move.
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Fig. 8. Harmonic spectra of HD (left panels) and Hs (right
panels). The nuclear masses used in the calculation are m’ =
am, being m the real mass. In this way, top plots were made
using for the nuclear masses their real values whereas bottom
plots were made using a hundredth of their real values.

4 Conclusions

In summary, we have examined the computational fea-
sibility of including nuclear dynamics in time-dependent
density functional theory. Using this approach for some
selected small molecules, we were able to distinguish dif-
ferent phodissociation regimes, ranging from dissociation
on light induced potentials, to field ionization followed
by Coulomb explosion. Electronic and ionic degrees of
freedom are thus coupled, so that one can observe the
electron-phonon transfer of energy. We also found, with
another example, that non-adiabatic effects are present in
the general treatment based on equation (1). One of the
major attractivenesses of this method resides in its rea-
sonable scaling behaviour when applied to larger systems.
We thus expect to be able to tackle problems like photoi-
somerization or even photochemical reactivity in systems
of dozens of atoms — without imposing any restriction in
the description of the geometry — in the near future.
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